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(57) ABSTRACT

According to an embodiment, an information processing
apparatus includes a first image acquisition unit, a first infor-
mation acquisition unit, a reception unit, a generation unit,
and a writing unit. The first image acquisition unit is config-
ured to acquire a first image obtained by imaging by an
imaging unit. The first information acquisition unit is config-
ured to acquire any of multiple pieces of information capable
of'being associated with the first image. The reception unit is
configured to receive a first input. The generation unit is
configured to associate the first image acquired in the first
image acquisition unit with the information piece acquired in
the first information acquisition unit to generate an associa-
tion data piece when the reception unit receives the first input.
The writing unit is configured to write the association data
piece into a storage unit.

15 Claims, 8 Drawing Sheets
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INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING METHOD AND
COMPUTER PROGRAM PRODUCT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2013-076979,
filed on Apr. 2, 2013; the entire contents of which are incor-
porated herein by reference.

FIELD

Embodiments described herein relate generally to an infor-
mation processing apparatus, an information processing
method, and a computer program product.

BACKGROUND

Conventionally, there is known a technique of displaying
virtual information so as to be superimposed over an image
obtained by imaging a subject (imaging target) in the real
world.

For example, there is known a technique of identifying an
imaging target on the basis of the position and the angle of a
terminal device, and displaying virtual information which has
been previously associated with the imaging target so as to be
superimposed over an image of the imaging target.

However, since the association relationship between an
imaging target and virtual information is previously fixed in
the conventional technique, there has been no system capable
of, for example, freely registering association data obtained
by associating an image of an imaging target with virtual
information while imaging various imaging targets. There-
fore, the convenience of a user is disadvantageously low.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram illustrating an example of the configu-
ration of an information processing system according to a first
embodiment;

FIG. 2 is a diagram illustrating an example of the func-
tional configuration of a registration device according to the
first embodiment;

FIG. 3is adiagram illustrating an example of the display on
a screen according to the first embodiment;

FIG. 4is adiagram illustrating an example of the display on
the screen according to the first embodiment;

FIG.5is adiagram illustrating an example of the display on
the screen according to the first embodiment;

FIG. 6 is a flowchart illustrating an example of the opera-
tion of the registration device according to the first embodi-
ment;

FIG. 7 is a diagram illustrating an example of the configu-
ration of a server device according to the first embodiment;

FIG. 8 is a diagram schematically illustrating data stored in
a first storage unit according to the first embodiment;

FIG. 9 is a diagram illustrating an example of the func-
tional configuration of a terminal device according to the first
embodiment;

FIG. 10 is a flowchart illustrating an example of the opera-
tion of the terminal device according to the first embodiment;

FIG. 11 is a diagram illustrating an example of the display
on a screen according to a modification;
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FIG. 12 is a diagram illustrating an example of the func-
tional configuration of an information processing apparatus
according to a second embodiment;

FIG. 13 is a flowchart illustrating an example of the opera-
tion of the information processing apparatus according to the
second embodiment;

FIG. 14 is a flowchart illustrating an example of the opera-
tion of the information processing apparatus according to the
second embodiment; and

FIG. 15 is a diagram illustrating an example of the func-
tional configuration of an information processing apparatus
according to a modification.

DETAILED DESCRIPTION

According to an embodiment, an information processing
apparatus includes a first image acquisition unit, a first infor-
mation acquisition unit, a reception unit, a generation unit,
and a writing unit. The first image acquisition unit is config-
ured to acquire a first image obtained by imaging by an
imaging unit. The first information acquisition unit is config-
ured to acquire any of multiple pieces of information capable
of'being associated with the first image. The reception unit is
configured to receive a first input. The generation unit is
configured to associate the first image acquired in the first
image acquisition unit with the information piece acquired in
the first information acquisition unit to generate an associa-
tion data piece when the reception unit receives the first input.
The writing unit is configured to write the association data
piece into a storage unit.

Various embodiments will be described in detail below
with reference to the accompanying drawings.

First Embodiment

FIG. 1is a diagram illustrating an example of the schematic
configuration of an information processing system 1 accord-
ing to the first embodiment. As illustrated in FIG. 1, the
information processing system 1 includes a registration
device 10, a server device 20, and a terminal device 30. In the
example illustrated in FIG. 1, the server device 20 is con-
nected to each of the registration device 10 and the terminal
device 30 via a network. In this specification, the information
processing system 1 including a single terminal device 30 will
be described as an example for convenience of explanation.
However, the number of terminal devices 30 provided in the
information processing system 1 is not limited to one, and
may be any number.

First, the details of the registration device 10 will be
described. FIG. 2 is a diagram illustrating an example of the
functional configuration of the registration device 10. The
registration device 10 includes a portable information pro-
cessing apparatus that has a function of imaging an imaging
target (subject) and a touch panel function, and corresponds
to “information processing apparatus” in the claims. In this
example, the registration device 10 is equipped with a camera
(not illustrated) which is an example of “imaging unit” in the
claims and a touch panel display (not illustrated). In the
present specification, “imaging” indicates converting an
image of a subject (imaging target) formed by an optical
system such as a lens into an electrical srgnal.

As illustrated in FIG. 2, the registration device 10 includes
a camera control unit 11, a first display unit 12, a first image
acquisition unit 13, a first information acquisition unit 14, a
reception unit 15, a generation unit 16, and a writing unit 17.

When starting using the camera mounted on the registra-
tion device 10, the camera control unit 11 continuously per-
forms control for imaging an imaging target at which a lens of
the camera is pointed at a predetermined cycle. Every time
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when imaging is performed by the camera, the first display
unit 12 performs control for displaying an image obtained by
the imaging (in the following description, may also be
referred to as “first image”) on the touch panel display
mounted on the registration device 10. The touch panel dis-
play mounted on the registration device 10 has an area in
which various pieces of information are displayed (in the
following description, referred to as “screen™), and the first
image obtained by imaging by the camera is displayed on the
screen. In this example, when an imaging target at which the
lens of the camera is pointed is switched to another imaging
target, or when a target over which the registration device 10
equipped with the camera is held is switched to another target,
a first image displayed on the screen is also switched to
another first image in response thereto.

In the present embodiment, the first display unit 12 per-
forms control for displaying multiple pieces of content
capable of being associated with (linked to) a first image on
the screen. In this specification, the content indicates infor-
mation that includes at least one of an image (video), voice,
text and URL indicating a link destination (address informa-
tion), and corresponds to “information” in the claims. As will
be described later, in the present embodiment, content is
stored in the server device 20. The first display unit 12
accesses the server device 20 to acquire multiple pieces of
content capable of being associated with a first image. Then,
the first display unit 12 performs control for displaying the
acquired multiple pieces of content (or may also be icon
images corresponding to the respective pieces of content) on
the screen.

FIG. 3is adiagram illustrating an example of the display on
the screen according to the first embodiment. As illustrated in
FIG. 3, the screen includes an image area 40 in which the first
image is displayed and a content area 50 in which multiple
pieces of content are displayed. In this example, the image
area 40 corresponds to “image area” in the claims, and the
content area 50 corresponds to “information area” in the
claims.

The description will be continued with reference to FIG. 2.
The first image acquisition unit 13 has a function of acquiring
the first image. In the present embodiment, the first image
acquisition unit 13 has a function of acquiring the first image
displayed on the screen according to an instruction from the
reception unit 15.

The first information acquisition unit 14 has a function of
acquiring any of multiple pieces of content. In the present
embodiment, the first information acquisition unit 14 has a
function of acquiring any of multiple pieces of content that
are displayed on the content area 50 according to an instruc-
tion from the reception unit 15.

The reception unit 15 has a function of receiving a first
input from a user. In the present embodiment, the first input
indicates an input for instructing selection of any piece of the
content. When receiving the first input, the reception unit 15
instructs the first image acquisition unit 13 to acquire a first
image, and instructs the first information acquisition unit 14
to acquire a content piece that has been instructed to be
selected.

More specifically, the first input in the present embodiment
is an input according to an operation of: bringing a pointing
object such as a finger and a touch pen into contact with a first
area on the screen in which any piece of the content is dis-
played; then moving the pointing object to the image area 40
with being in contact with the screen; and then releasing the
pointing object from the screen. In this example, the reception
unit 15 has a function of detecting the contact position (touch
position) of the pointing object with the screen and the tra-
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jectory of the contact position. The reception unit 15 instructs
the first display unit 12 to display the content piece so as to
follow the detected contact position and trajectory. Upon
receiving the instruction, the first display unit 12 performs
control for displaying the content piece displayed in the first
area so as to follow the trajectory of the pointing object which
moves while making contact with the screen.

When receiving the first input, the reception unit 15
instructs the first image acquisition unit 13 to acquire a first
image that is being displayed on the screen when the pointing
object is released from the screen, and instructs the first
information acquisition unit 14 to acquire a content piece
corresponding to the first area (a content piece that has been
instructed to be selected).

When the reception unit 15 receives the first input, the
generation unit 16 associates the first image acquired in the
first image acquisition unit 13 with the content piece acquired
in the first information acquisition unit 14 to thereby generate
an association data piece. In the present embodiment, when
receiving the first input, the reception unit 15 instructs the
generation unit 16 to generate an association data piece. Then,
upon receiving the instruction, the generation unit 16 associ-
ates the first image acquired in the first image acquisition unit
13 (in this example, the first image that is being displayed
when the pointing object is released from the screen) with the
content piece acquired in the first information acquisition unit
14 (the content piece corresponding to the first area) to
thereby generate an association data piece. In this example,
the generation unit 16 associates image that indicates the first
image acquired in the first image acquisition unit 13 with a
content ID that identifies the content piece acquired in the first
information acquisition unit 14 to thereby generate the asso-
ciation data piece. However, the generation unit 16 is not
limited thereto.

For example, a case where a user performs an operation in
which a finger of the user is brought into contact with the first
area in which a content piece X is displayed in the content
area 50 as illustrated in FIG. 4, then moved to the image area
40 with being in contact with the screen as illustrated in FIG.
5, and then released from the screen is assumed. In this case,
as illustrated in FIGS. 4 and 5, the first display unit 12 per-
forms control for displaying the content piece X so as to
follow the trajectory of the finger. When a user releases his/
her finger from the screen as illustrated in FIG. 5, the first
image that is being displayed in the image area 40 at this
moment is associated with the content piece X so that an
association data piece is generated.

The description will be continued with reference to F1G. 2.
The writing unit 17 performs control for writing the associa-
tion data piece generated in the generation unit 16 into the
server device 20. Although, in this example, the server device
20 corresponds to “storage unit” in the claims, the server
device 20 is not limited thereto.

The registration device 10 according to the present
embodiment has a hardware configuration that uses a com-
puter provided with a CPU, a storage unit such as read only
memory (ROM) and RAM, and a touch panel display. The
functions of the respective units (the camera control unit 11,
the first display unit 12, the first image acquisition unit 13, the
first information acquisition unit 14, the reception unit 15, the
generation unit 16, and the writing unit 17) of the registration
device 10 are implemented by executing programs stored in
the storage unit by the CPU, but not limited thereto. For
example, at least some of the functions of the respective units
of the registration device 10 may also be implemented by a
hardware circuit (a semiconductor integrated circuit, for
example).
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Next, an example of the operation of the registration device
10 will be described. FIG. 6 is a flowchart illustrating an
example of the operation of the registration device 10. As
illustrated in FIG. 6, the reception unit 15 first determines
whether or not the first input has been received (step S1).
When the first input is determined to have been received (YES
at step S1), the reception unit 15 instructs the first image
acquisition unit 13 to acquire a first image, and instructs the
first information acquisition unit 14 to acquire a content piece
that has been instructed to be selected. Further, the reception
unit 15 instructs the generation unit 16 to generate an asso-
ciation data piece.

Upon receiving the instruction from the reception unit 15,
the first image acquisition unit 13 acquires the first image
(step S2). Upon receiving the instruction from the reception
unit 15, the first information acquisition unit 14 acquires the
content piece that has been instructed to be selected (step S3).
Step S2 and step S3 can be performed in any order, and may
also be performed at the same time.

Then, upon receiving the instruction from the reception
unit 15, the generation unit 16 associates the first image
acquired in step S2 with the content piece acquired in step S3
to thereby generate an association data piece (step S4). Then,
the writing unit 17 performs control for writing the associa-
tion data piece generated in step S4 into the server device 20
(step S5).

Next, the details of the server device 20 will be described.
As illustrated in FIG. 7, the server device 20 includes a first
storage unit 22 and a second storage unit 24. The first storage
unit 22 stores therein association data generated in the regis-
tration device 10. FIG. 8 is a diagram schematically illustrat-
ing multiple pieces of association data stored in the first
storage unit 22. As illustrated in FIG. 8, the first storage unit
22 stores therein multiple pieces of association data each
piece of which is generated by associating image indicating a
first image with one or more content IDs. For example, an
association data piece in the first line indicates that a content
1D representing “CONTENT 1” and a content ID represent-
ing “CONTENT 2” are associated with image representing
“IMAGE A”.

The second storage unit 24 associates respective multiple
content IDs with content information indicating respective
content pieces (information including the contents and the
displayed position), and stores therein the associated content
IDs and content information. In this example, the associated
content piece (content information) can be identified by using
the content ID contained in the association data piece as akey.
Therefore, the association data piece can be regarded as asso-
ciating image (first image) with a content piece. The configu-
ration of each association data piece is not limited to the above
configuration. For example, the association data piece may be
configured by associating image with content information.

Although not described in detail here, the server device 20
has a function of communicating with each of the registration
device 10 and the terminal device 30. In response to a request
from the registration device 10 or the terminal device 30, the
server device 20 can write association date into the first stor-
age unit 22, and read out (also transmit) and delete informa-
tion stored in the first storage unit 22 and the second storage
unit 24.

Next, the details of the terminal device 30 will be
described. FIG. 9 is a block diagram illustrating an example
of the functional configuration of the terminal device 30. In
the present embodiment, the terminal device 30 includes a
portable information processing apparatus that has a function
of imaging an imaging target. In this example, the terminal
device 30 is equipped with a camera (not illustrated). As
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illustrated in FI1G. 9, the terminal device 30 includes a camera
control unit 31, a second image acquisition unit 32, a second
information acquisition unit 33, and a second display unit 34.

When starting using the camera mounted on the terminal
device 30, the camera control unit 31 continuously performs
control for imaging an imaging target at which a lens of the
camera is pointed at a predetermined cycle. Every time when
imaging is performed by the camera, the second image acqui-
sition unit 32 acquires an image obtained by the imaging (in
the following description, may also be referred to as “second
image”), and outputs the acquired second image to the second
information acquisition unit 33.

The second information acquisition unit 33 determines
whether or not the second image acquired by the second
image acquisition unit 32 matches any image (first image)
contained in the association data registered in the server
device 20. When there is no image that matches the second
image acquired by the second image acquisition unit 32 in the
image contained in the association data registered in the
server device 20, the second information acquisition unit 33
directly outputs the second image to the second display unit
34. On the other hand, when there is an image that matches the
second image acquired by the second image acquisition unit
32 inthe image contained in the association data registered in
the server device 20, the second information acquisition unit
33 acquires a content piece that is associated with the image
that matches the second image. In the present embodiment,
the second information acquisition unit 33 acquires content
information corresponding to a content ID that is associated
with the image that matches the second image in the image
contained in the registered association data from the server
device 20. Then, the second information acquisition unit 33
outputs the content piece (content information) acquired from
the server device 20 to the second display unit 34 together
with the second image acquired by the second image acqui-
sition unit 32.

The second display unit 34 performs control for displaying
the information output from the second information acquisi-
tion unit 33 on a display device (not illustrated) which is
mounted on the terminal device 30. The display device
mounted on the terminal device 30 has an area (screen) on
which various pieces of information are displayed, and infor-
mation output from the second information acquisition unit
33 is displayed on the screen. As described above, for
example, when there is no image that matches the second
image acquired by the second image acquisition unit 32 in the
image contained in the registered association data, the second
information acquisition unit 33 directly outputs the second
image to the second display unit 34. Therefore, the second
display unit 34 performs control for directly displaying the
second image output from the second information acquisition
unit 33 on the screen.

On the other hand, when there is an image that matches the
second image acquired by the second image acquisition unit
32 in the image contained in the registered association data,
the second information acquisition unit 33 outputs a content
piece that is associated with the image that matches the sec-
ond image and the second image acquired by the second
image acquisition unit 32. Therefore, the second display unit
34 performs control for displaying a superimposed image of
the second image output from the second information acqui-
sition unit 33 and the content piece on the screen.

The terminal device 30 according to the present embodi-
ment has a hardware configuration that uses a computer pro-
vided with a CPU, a storage unit such as read only memory
(ROM) and RAM, and a display device. The functions of the
respective units (the camera control unit 31, the second image
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acquisition unit 32, the second information acquisition unit
33, and the second display unit 34) of the terminal device 30
are implemented by executing programs stored in the storage
unit by the CPU, but not limited thereto. For example, at least
some of the functions of the respective units of the terminal
device 30 may also be implemented by a hardware circuit (a
semiconductor integrated circuit, for example).

Next, an example of the operation of the terminal device 30
will be described. FIG. 10 is a flowchart illustrating an
example of the operation of the terminal device 30. As illus-
trated in FIG. 10, every time when imaging is performed by
the camera, the second image acquisition unit 32 acquires an
image (second image) obtained by the imaging (step S11).
Then, the second information acquisition unit 33 determines
whether or not there is any image that matches the second
image acquired in step S11 in the image contained in the
association data registered in the server device 20 (step S12).

In step S12 described above, when an image that matches
the second image acquired in step S11 is determined to exist
in the image contained in the registered association data (YES
at step S12), the second information acquisition unit 33
acquires a content piece that is associated with the image that
matches the second image acquired in step S11 from the
server device 20 (step S13). Then, the second information
acquisition unit 33 outputs the acquired content piece and the
second image acquired in step S11 to the second display unit
34. Then, the second display unit 34 performs control for
displaying a superimposed image of the second image output
from the second information acquisition unit 33 and the con-
tent piece on the screen (step S14).

On the other hand, when an image that matches the second
image acquired in step S11 is determined not to exist in the
image contained in the registered association data (NO at step
S12), the second information acquisition unit 33 directly
outputs the second image acquired in step S11 to the second
display unit 34. Then, the second display unit 34 performs
control for directly displaying the second image output from
the second information acquisition unit 33 on the screen (step
S15).

As described above, in the present embodiment, when
receiving the first input, a first image obtained by imaging by
the camera is associated with any piece of the content to
generate (and register) an association data piece. Therefore, a
user can freely register an association data piece in which the
first image is associated with any piece of the content by
pointing the lens of the camera mounted on the registration
device 10 at a desired imaging target, or holding the registra-
tion device 10 equipped with the camera over a desired imag-
ing target to perform the operation for the first input.

More specifically, the first input is made for instructing
selection of any piece of the content. When receiving the first
input, the reception unit 15 instructs the first image acquisi-
tion unit 13 to acquire a first image, and instructs the first
information acquisition unit 14 to acquire a content piece that
has been instructed to be selected. In the above embodiment,
only by pointing the lens of the camera mounted on the
registration device 10 at a desired imaging target and per-
forming an operation for instructing selection of a desired
content piece while confirming a first image displayed on the
screen, a User can generate an association data piece in which
the first image that is being displayed on the screen at this
moment is associated with the content piece that has been
instructed to be selected, and register the generated associa-
tion data piece. As described above, according to the present
embodiment, an advantageous effect such as further
improved convenience of a user who registers association
data can be achieved.
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Modification 1 of First Embodiment

For example, the first input may be an input according to an
operation of bringing a pointing object (a finger or a touch
pen, for example) into contact with a first area on the screen in
which any piece of content is displayed. When receiving such
a first input, the reception unit 15 instructs the first image
acquisition unit 13 to acquire a first image that is being dis-
played on the screen when the pointing object makes contact
with the screen, and instructs the first information acquisition
unit 14 to acquire a content piece that corresponds to the first
area (a content piece corresponding to an area on the screen
with which the pointing object makes contact). In this case,
only by bringing the pointing object such as a finger into
contact with the area (the first area) in which a desired content
piece is displayed in the content area 50, a user can generate
an association data piece by associating the first image that is
being displayed on the screen at this moment with the desired
content piece and register the generated association data
piece. As a result, the convenience of a user is further
improved.

Modification 2 of First Embodiment

The first input is only required to be an initiator for gener-
ating an association data piece, and the mode thereof can
therefore be voluntarily changed. For example, the first input
may include an input for instructing display of a still image of
an imaging target at which the lens of the camera mounted on
the registration device 10 is pointed and an input for instruct-
ing selection of any piece of content. In such a first input, for
example, when a user performs an operation for instructing
display of a still image of a first image that is being currently
displayed on the screen while confirming first images which
are sequentially displayed on the screen such as an operation
of'touching an icon of a photographing button, the reception
unit 15 receives an input according to the operation. Then, the
reception unit 15 instructs the first display unit 12 to display
the still image of the first image that is currently being dis-
played on the screen, and instructs the first image acquisition
unit 13 to acquire the first image displayed as the still image.
Thereafter, when the user performs an operation for instruct-
ing selection of a desired content piece, the reception unit 15
receives an input according to the operation. Then, the recep-
tion unit 15 can instruct the first information acquisition unit
14 to acquire the content piece that has been instructed to be
selected, and instruct the generation unit 16 to generate an
association data piece.

In this example, a user points the lens of the camera
mounted on the registration device 10 at a desired imaging
target, or holds the registration device 10 equipped with the
camera over a desired imaging target, then performs an opera-
tion for instructing display of a still image of a first image that
is being currently displayed on the screen while confirming
first images which are sequentially displayed on the screen
such as an operation of touching an icon of a photographing
button, and then performs an operation for instructing selec-
tion of a desired content piece. As a result, the user can
generate an association data piece in which the still image of
the first image is associated with the content piece that has
been instructed to be selected, and register the generated
association data piece.

Modification 3 of First Embodiment

For example, when a first image acquired in the first image
acquisition unit 13 matches or is similar to an image con-
tained in association data registered in the server device 20,
and a content piece that is associated with the image that
matches or is similar to the first image acquired in the first
image acquisition unit 13 in content contained in the associa-
tion data registered in the server device 20 matches a content
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piece acquired in the first information acquisition unit 14, the
generation unit 16 may not generate an association data piece.
That is, when attempting to associate the same content piece
with similar images, overlapping registration may not be
performed.

In such a configuration, a function of determining whether
ornot a first image acquired in the first image acquisition unit
13 matches or is similar to an image contained in association
data registered in the server device 20 and a function of
determining whether or not a content piece that is associated
with the image that matches or is similar to the first image
acquired in the first image acquisition unit 13 in content
contained in the association data registered in the server
device 20 matches a content piece acquired in the first infor-
mation acquisition unit 14 may be provided in the generation
unit 16, or may also be separately (independently) provided
from the generation unit 16.

Modification 4 of First Embodiment

For example, as illustrated in FIG. 11, the first display unit
12 can also display third images capable of identifying first
images with which respective content pieces have already
been associated. In the example illustrated in FIG. 11, the
third images are thumbnail images (reduced images for list-
ing multiple images) of first images with which respective
content pieces have already been associated. However, the
third images are not limited thereto. In the example illustrated
in FIG. 11, the screen further includes a candidate area 60 in
which the multiple third images are displayed in addition to
the image area 40 and the content area 50.

In the example illustrated in FIG. 11, when receiving a
sixth input for instructing selection of any of the third images,
the reception unit 15 instructs the first image acquisition unit
13 to acquire a first image, and instructs the generation unit 16
to generate an association data piece in which a content piece
that corresponds to the third image that has been instructed to
be selected (the same content piece as a content piece that has
already been associated with the first image identified by the
selected third image) is associated with the first image
acquired in the first image acquisition unit 13. In this
example, the sixth input indicates an input according to an
operation of bringing a pointing object such as a finger and a
touch pen into contact with an area in which any of the third
images is displayed in the candidate area 60. However, the
sixth input is not limited thereto.

For example, when attempting to associate multiple con-
tent pieces that are the same as multiple content pieces asso-
ciated with an image contained in the registered association
data with an imaging target at which the lens of the camera
mounted on the registration device 10 is pointed, it is only
required for a user to perform an operation for instructing
selection of a thumbnail image (third image) that corresponds
to the image (the first image with which the content pieces are
already associated) in the candidate area 60. Therefore, the
convenience of a user is further improved.

Second Embodiment

Next, the second embodiment will be described. The sec-
ond embodiment is different from the first embodiment in that
the registration device 10 and the terminal device 30 are
configured as a single device. Hereinbelow, the details of the
second embodiment will be described. A description of over-
lapping points with the first embodiment will appropriately
be omitted.

FIG. 12 is a diagram illustrating an example of the func-
tional configuration of an information processing apparatus
100 according to the second embodiment. The information
processing apparatus 100 includes a portable information
processing apparatus that has a function of imaging an imag-
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ing target and a touch panel function, and corresponds to
“information processing apparatus” in the claims. In this
example, the information processing apparatus 100 is
equipped with a camera (not illustrated) and a touch panel
display (not illustrated). Further, the information processing
apparatus 100 is equipped with the functions of the registra-
tion device 10 and the functions of the terminal device 30. The
information processing apparatus 100 is connected to the
server device 20 via a network.

As illustrated in FIG. 12, the information processing appa-
ratus 100 includes a first image acquisition unit 13, a first
information acquisition unit 14, a reception unit 15, a genera-
tion unit 16, a writing unit 17, a deletion unit 18, a camera
control unit 31, a second image acquisition unit 32, a second
information acquisition unit 33, and a second display unit 34.

In this example, the camera control unit 31 also serves as
the camera control unit 11 described above. The second dis-
play unit 34 also serves as the first display unit 12 described
above. Therefore, the second display unit 34 also performs
control for displaying multiple pieces of content that can be
associated with an image obtained by imaging by the camera
on the screen (here, the screen indicates an area in which
various pieces of information are displayed on the touch panel
display mounted on the information processing apparatus
100). In the following description, an area on the screen in
which an image (including a superimposed image) is dis-
played is referred to as an image area, and an area on the
screen in which multiple pieces of content (may be icon
images corresponding to the respective pieces of content) are
displayed is referred to as a content area. In this example, an
image obtained by imaging by the camera mounted on the
information processing apparatus 100 can be regarded as the
above-described second image, and can also be regarded as
the above-described first image. In the following description,
in images obtained by imaging by the camera, an image
acquired in the second image acquisition unit 32 is referred to
as “second image”, and an image acquired in the first image
acquisition unit 13 is referred to as “first image”, thereby
distinguishing the images.

In the present embodiment, when a user starts using the
camera mounted on the information processing apparatus
100, the camera control unit 31 continuously performs con-
trol for imaging an imaging target (subject) at which alens of
the camera is pointed at a predetermined cycle. Every time
when imaging is performed by the camera, the second image
acquisition unit 32 acquires an image obtained by the imag-
ing, and outputs the acquired image (second image) to the
second information acquisition unit 33. Then, in the same
manner as in the first embodiment, when there is no image
that matches the second image acquired by the second image
acquisition unit 32 in image contained in association data
registered in the server device 20, the second image is directly
displayed on the screen. On the other hand, when there is an
image that matches the second image in the image contained
in the association data registered in the server device 20, a
superimposed image of a content piece that is associated with
the image that matches the second image and the second
image is displayed on the screen.

Next, the function of the deletion unit 18 will be described.
Under the state that the superimposed image is displayed on
the screen, when the reception unit 15 receives a second input
for instructing deletion of an association data piece in which
a content piece included in a superimposed image is associ-
ated with an image, the deletion unit 18 performs control for
deleting the association data piece from the server device 20.
The second input in the present embodiment indicates an
input according to an operation of: bringing a pointing object
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into contact with a second area in which the content piece
included in the superimposed image is displayed in the image
area; moving the pointing object to the outside of the image
area (to the content area, for example) with being in contact
with the screen; and then releasing the pointing object from
the screen. However, the second input is not limited thereto.
For example, the second input may be an input according to
an operation of bringing a pointing object such as a finger and
atouch pen into contact with anicon (Ul image) which is used
for instructing deletion of the association data piece that
corresponds to the content piece included in the superim-
posed image and displayed on the screen. Further, the second
input may be an input according to an operation of shaking the
information processing apparatus 100.

When the reception unit 15 receives the second input, the
reception unit 15 instructs the deletion unit 18 to delete the
association data piece in which the content piece included in
the superimposed image is associated with the image. Upon
receiving the instruction, the deletion unit 18 performs con-
trol for deleting the association data piece in which the con-
tent piece included in the superimposed image is associated
with the image from the server device 20. More specifically,
the deletion unit 18 performs control for deleting the associa-
tion data piece in which a content ID that identifies the content
piece included in the superimposed image is associated with
the image among the association data pieces registered in the
server device 20 from the first storage unit 22.

FIG. 13 is a flowchart illustrating an example of the opera-
tion of the information processing apparatus 100 when delet-
ing an association data piece that corresponds to a content
piece included in a superimposed image. As illustrated in
FIG. 13, the reception unit 15 first determines whether or not
the second input has been received (step S21). When the
second input is determined to have been received (YES at step
S21), the reception unit 15 instructs the deletion unit 18 to
delete an association data piece that corresponds to a content
piece included in a superimposed image. Upon receiving the
instruction, the deletion unit 18 performs control for deleting
the association data piece that corresponds to the content
piece included in the superimposed image from the server
device 20 (step S22).

Next, an example of a method for generating an association
data piece in which a content piece included in a superim-
posed image is associated with a new first image and regis-
tering the generated association data piece. In the present
embodiment, when the reception unit 15 receives a third input
for instructing registration of an association data piece in
which a content piece included in a superimposed image is
associated with a first image newly acquired in the first image
acquisition unit 13, the generation unit 16 generates the asso-
ciation data piece in which the content piece included in the
superimposed image is associated with the first image newly
acquired in the first image acquisition unit 13. Then, the
writing unit 17 performs control for writing the association
data piece newly generated by the generation unit 16 into the
server device 20.

The third input in the present embodiment includes a fourth
input for instructing selection of a content piece that is
included in a superimposed image and a fifth input for
instructing acquisition of a first image. When receiving the
fourth input, the reception unit 15 selects the content piece
included in the superimposed image. In the present embodi-
ment, the fourth input indicates an input according to an
operation of bringing a pointing object into contact with the
second area on the screen in which the content piece included
in the superimposed image is displayed. However, the fourth
input s not limited thereto. For example, the fourth input may
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be an input according to an operation of shaking the informa-
tion processing apparatus 100, and may also be an input
according to an operation of lifting up and scooping the
information processing apparatus 100. When receiving the
fourth input, the reception unit 15 selects the content piece
that is included in the superimposed image.

A method for selecting a content piece included in a super-
imposed image may be any method. For example, the recep-
tion unit 15 can select a content piece included in a superim-
posed image by instructing deletion unit 18 to delete an
association data piece that corresponds to the content piece
included in the superimposed image and also cutting off a
content ID from the association data piece that corresponds to
the content piece included in the superimposed image. Alter-
natively, for example, the reception unit 15 can select a con-
tent piece included in a superimposed image by generating a
copy of a content ID from an association data piece that
corresponds to the content piece included in the superim-
posed image.

Further, when receiving the fourth input, the reception unit
15 instructs the second display unit 34 to perform control for
displaying the content piece included in the superimposed
image so as to stick to a pointing object. Upon receiving the
instruction, the second display unit 34 performs control for
displaying the content piece included in the superimposed
image so as to stick to the pointing object. As a result, a user
can intuitively understand that the content piece included in
the superimposed image has been selected.

When receiving a fifth input after the fourth input, the
reception unit 15 instructs the first image acquisition unit 13
to acquire a first image, and instructs the generation unit 16 to
generate an association data piece in which the first image
acquired in the first image acquisition unit 13 is associated
with the content piece that has been selected in response to the
fourth input. Although the fifth input indicates an input
according to an operation of releasing a pointing object from
the screen in the present embodiment, the fifth input is not
limited thereto. Upon receiving the instruction from the
reception unit 15, the first image acquisition unit 13 acquires
an image that has been obtained by imaging and is being
displayed on the screen when the pointing object is released
from the screen. Upon receiving the instruction from the
reception unit 15, the generation unit 16 associates the image
(first image) acquired by the first image acquisition unit 13
with the content piece (the content ID in this example)
selected by the reception unit 15 to thereby generate an asso-
ciation data piece.

For example, a user performs an operation of bringing a
pointing object into contact with the second area on the screen
in which a content piece is displayed (an operation for
instructing selection of the content piece), and then performs
and operation of switching an imaging target (a target over
which the information processing apparatus 100 equipped
with the camera is held) to another imaging target with the
pointing object being in contact with the screen to thereby
switch an image displayed on the screen to another image and
then releasing the pointing object from the screen. In this
manner, a user can generate an association data piece in which
the content piece that has been instructed to be selected is
associated with the image that is being displayed when the
pointing object is released from the screen, and register the
generated association data piece.

FIG. 14 is a flowchart illustrating an example of the opera-
tion of the information processing apparatus 100 when gen-
erating an association data piece in which a content piece
included in a superimposed image is associated with a newly
acquired first image, and registering the generated association
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data piece. As illustrated in FIG. 14, the reception unit first
determines whether or not the fourth input has been received
(step S31). When the fourth input is determined to have been
received (YES at step S31), the reception unit 15 selects a
content piece included in a superimposed image (step S32).
Then, the reception unit 15 determines whether or not the fifth
input has been received (step S33). When the fifth input is
determined to have been received (YES at step S33), the
reception unit 15 instructs the first image acquisition unit 13
to acquire a first image, and instructs the generation unit 16 to
generate an association data piece in which the first image
acquired in the first image acquisition unit 13 is associated
with the content piece selected in step S32. Upon receiving
the instruction from the reception unit 15, the first image
acquisition unit 13 acquires an image that has been obtained
by imaging and is being displayed on the screen when a
pointing object is released from the screen. Upon receiving
the instruction from the reception unit 15, the generation unit
16 associates the image (first image) acquired by the first
image acquisition unit 13 with the content piece selected in
step S32 to thereby generate an association data piece (step
S34). Then, the writing unit 17 performs control for writing
the association data piece generated in step S34 into the server
device 20 (step S35).

Also in the second embodiment, the same effect as in the
first embodiment can be obtained.

Modification 1 of Second Embodiment

For example, under the state that a superimposed image is
displayed on the screen, when a new content piece is selected,
the new content piece may be added to the registered asso-
ciation data. FIG. 15 is a block diagram illustrating an
example of the functional configuration of an information
processing apparatus 1000 according to Modification 1. As
illustrated in FIG. 15, the image processor 1000 is different
from the second embodiment in that the image processor
1000 further includes an update unit 70.

In the example illustrated in FIG. 15, when the reception
unit 15 receives an input for instructing selection of any of
multiple pieces of content that are displayed on the content
area (corresponding to the first input described above), with a
superimposed image displayed on the screen, the reception
unit 15 instructs the first information acquisition unit 14 to
acquire the content piece that has been instructed to be
selected. Further, the reception unit 15 instructs the update
unit 70 to update an association data piece (an association
data piece registered in the server device 20) that corresponds
to a content piece included in the superimposed image.

Upon receiving the instruction from the reception unit 15,
the update unit 70 performs control for adding the content
piece acquired in the first information acquisition unit 14 to
the registered association data piece that corresponds to the
content piece included in the superimposed image. As a
result, the registered association data piece that corresponds
to the content piece included in the superimposed image is
updated into an association data piece in which the content
piece included in the superimposed image, the newly selected
content piece (the content piece acquired in the first informa-
tion acquisition unit 14) and an image are associated with
each other.

Modification 2 of Second Embodiment

For example, the first storage unit 22 and the second stor-
age unit 24 may be provided within the information process-
ing apparatus 100 without providing the server device 20.

Further, programs executed in the registration device 10,
the terminal device 30 and the information processing appa-
ratus 100 may be provided by being stored in a computer that
is connected to a network such as the Internet, and causing the
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stored programs to be downloaded via the network. Further-
more, the programs executed in the registration device 10, the
terminal device 30 and the information processing apparatus
100 may also be provided or distributed via a network such as
the Internet. Moreover, the programs executed in the regis-
tration device 10, the terminal device 30 and the information
processing apparatus 100 may also be provided by being
previously embedded in a nonvolatile recording medium such
as ROM.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

What is claimed is:

1. An information processing apparatus comprising:

ahardware processor configured to control the apparatus to

at least:

acquire a first image obtained by imaging;

acquire any of multiple pieces of information capable of

being associated with the first image;

receive a first input;

associate the acquired first image with the acquired infor-

mation piece to generate an association data piece when
the first input is received;

write the association data piece into storage; and

control displaying of the first image and one or more pieces

of the information, wherein

the first input is an input based on: receiving selection by a

pointing object with respect to a first area of'a screen that
includes an image area in which the first image is dis-
played and an information area in which one or more
pieces of the information are displayed; detecting mov-
ing of the pointing object to the image area and then
detecting releasing of the pointing object, and

when the first input is received

the first image displayed on the screen when the pointing
object is released is acquired, and

the information piece corresponding to the first area is
acquired.

2. The apparatus according to claim 1, wherein

the first input is an input based on: detecting the pointing

object in contact with the first area of the screen; detect-
ing moving of the pointing object to the image area while
contact with the screen is maintained; and then detecting
releasing of the pointing object from the screen.

3. The apparatus according to claim 2, wherein the hard-
ware processor is further configured to control the apparatus
to display the information piece displayed in the first area so
as to follow a trajectory of the moving pointing object.

4. The apparatus according to claim 2, wherein

the hardware processor is configured to control display of

second images capable of identifying first images with
which information pieces have already been associated,
and

when receiving a second input for selecting any of the

second images, the hardware processor is configured to
control the apparatus to acquire the first image, and
generate an association data piece in which an informa-
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tion piece that corresponds to the second image that has
been instructed to be selected is associated with the
acquire first image.
5. The apparatus according to claim 1, wherein the hard-
ware processor is further configured to control the apparatus
to:
acquire a second image obtained by imaging;
acquire an information piece associated with a first image
that matches the second image among first images con-
tained in association data written into the storage; and

display a superimposed image of the second image and the
acquired information piece associated with the matched
first image.

6. The apparatus according to claim 5, wherein the hard-
ware processor is further configured to control the apparatus
to delete from the storage the association data piece in which
the information piece included in the superimposed image is
associated with the matched first image, in response to receiv-
ing a second input.

7. The apparatus according to claim 6, wherein

the second input is an input based on: detecting the pointing

object in contact with a second area in which the infor-
mation piece included in the superimposed image is
displayed on a screen that includes an image area in
which the superimposed image is displayed; detecting
moving of the pointing object to outside the image area
while contact with the screen is maintained; and then
detecting releasing the pointing object from the screen,
and

when receiving the second input, the hardware processor is

further configured to control the apparatus to delete,
from the storage, the association data piece in which the
information piece included in the superimposed image is
associated with the matched first image.

8. The apparatus according to claim 5, wherein, when a
second input is received for instructing registration of an
association data piece in which the information piece
included in the superimposed image is associated with a
newly acquired first image, the hardware processor is further
configured to control the apparatus to generate an association
data piece in which the information piece included in the
superimposed image is associated with the newly acquired
first image.

9. The apparatus according to claim 8, wherein the second
input includes a third input for selecting the information piece
included in the superimposed image and a fourth input for
acquiring the new first image, and

the hardware processor is further configured to control the

apparatus to select the information piece included in the
superimposed image when receiving the third input, and
then acquire the new first image and generate the asso-
ciation data piece in which the newly acquired first
image is associated with the information piece selected
in response to the third input when receiving the fourth
input.

10. The apparatus according to claim 9, wherein

the third input is an input according to an operation of

detecting a pointing object in contact with a second area
in which the information piece included in the superim-
posed image is displayed on a screen that includes an
image area in which the superimposed image is dis-
played, and

the fourth input is an input according to an operation of

detecting releasing of the pointing object from the
screen.

11. The apparatus according to claim 10, wherein, when
the third input is received, the hardware processor is config-
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ured to control the apparatus to display the information piece
included in the superimposed image so as to stick to the
pointing object.

12. The apparatus according to claim 1, wherein, when the
acquired first image matches or is similar to a first image
contained in association data written into the storage, and
when, among the information pieces contained in the asso-
ciation data written into the storage, the information piece
associated with a first image that matches or is similar to the
acquired first image matches the acquired information piece,
the hardware processor is configured to control the apparatus
to not generate an association data piece.

13. The apparatus according to claim 1, wherein

the hardware processor is configured to control the appa-

ratus to display second images capable of identifying
first images with which information pieces have already
been associated, and

when receiving a second input for selecting any of the

second images, the hardware processor is configured to
control the apparatus to acquire the first image, and to
generate an association data piece in which an informa-
tion piece that corresponds to the second image that has
been instructed to be selected is associated with the
acquired first image.

14. An information processing method comprising:

acquiring, by a processor, a first image obtained by imag-

ing;

acquiring, by the processor, any of multiple pieces of infor-

mation capable of being associated with the first image;
generating, by the processor, an association data piece by

associating the acquired first image with the acquired

information piece when receiving a first input;

writing, by the processor, the generated association data

piece into a storage unit; and

controlling, by the processor, of display of the first image

and one or more pieces of the information, wherein

the first input is an input based on: receiving selection by a

pointing object with respect to a first area of'a screen that
includes an image area in which the first image is dis-
played and an information area in which one or more
pieces of the information are displayed; detecting mov-
ing of the pointing object to the image area and then
detecting releasing of the pointing object; and

when receiving the first input,

acquiring the first image that is displayed on the screen
when the pointing object is released, and

acquiring the information piece corresponding to the
first area.

15. A computer program product comprising a non-transi-
tory computer-readable medium containing a computer pro-
gram embodied therein that, when executed, causes a com-
puter to control an apparatus to at least:

acquire a first image obtained by imaging;

acquire any of multiple pieces of information capable of

being associated with the first image;

receive a first input;

associate the acquired first image with the acquired infor-

mation piece to generate an association data piece when
the first input is received;

write the association data piece into storage; and

control display of the first image and one or more pieces of

the information, wherein

the first input is an input based on: receiving selection by a

pointing object with respect to a first area of'a screen that
includes an image area in which the first image is dis-
played and an information area in which one or more
pieces of the information are displayed; detecting mov-
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ing of the pointing object to the image area and then
detecting releasing of the pointing object, and
when receiving the first input,
the first image that is displayed on the screen when the
selection is released is acquired, and 5
the information piece corresponding to the first area is
acquired.



